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Introduction

The Service Ready Engine Virtualization (SRE-V) platform runs on the Service Ready Engine (SRE)
service module, and leverages VMware' BESXi on which users can create virtual machines (VM)s to
install and run their applications. Among many of its features SRE-V supports Redundant Array
Inexpensive Disk (RAID) level 0 and 1 on the SRE-900 and 910 service modules. If the user has already
installed SRE-V in a non-RAID mode a.k.a Just a Bunch of Disks (JBOD), and has created VMs, he still
may wish to migrate this data to a RAID configuration. If the VMs cannot be temporarily stored in a
remote location such as in a Network Attached Storage (NAS) device, then careful steps must be taken
to perform this migration while protecting the data. This paper addresses this use case and provides
steps for performing this migration from JBOD to RAID level O or 1.

Assumptions
1. SRE-V release 1.5 or higher is installed on the SRE service module and is operating correctly.

At least one VM has been created.

The user can access the ESXi Direct Console User Interface (DCUI).
The user can ssh into the ESXi Tech Support shell.

User understands the function of RAID level 0 and 1.

Disclaimer

You are responsible for backing up all data prior to performing the following procedures. Cisco will not
be liable for any data loss as a result of performing the following procedures. Cisco takes no
responsibility for the accuracy or lack of any information contained herein. Use this information at
your own risk.
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When converting from JBOD to RAID level 0 or 1, the conversion must first be made from JBOD to RAID
level 0 on one selected physical drive. After this conversion is completed the logical volume on the
second physical drive is removed and the existing drive previously configured as RAID level O is
migrated with the other physical drive to exist under one logical drive in either RAID level O or 1
format. Of course, steps are taken beforehand to preserve the existing data.

For purposes of this paper we will assume that you are using a SRE-SM-900-K9 service module that

contains two hard drives. On each drive there exists one datastore so on drive one there is datastorel

and on drivetwo thereisd at ast or e 2. Furt her mor eeyirtubl mdchins, a s sfju m
Ubuntu7.0.4 installed on datastorel and another, Win2k8r2, on datastore2. Each VM is shutdown,

and we are currently logged into ESXi via the vSphere Client.

Stepl Let’ i irm that datastorel and
Client Main
datastorel’” and select *“Propert

(%) 172.25.209.15 - vSphere Client

File Edit View Inventory Administration Plug-ins Help
B @y Home b g5 Inventory b [E Invenkory
& @

= [ |172.25.200.15

() Ubunku7.0.4 1
Fh winzkarz G i e Virtual Machines | Reso ation | Perfarmance | Configuration | Loca ups | Events | Permii |

localhost.localdomain YMware ESXi, 4.1.0, 348481 | Evaluation (46 days remaining)

General Resources

Manufacturer: CPU usage: ¥ MHz Capacity
Maded: 2% 1,861 GHz
CPU Cores: 2 CPUsx 1,861 GHz Memory usage: 939.00 MB Caparity

Processor Type: Inkel(R) Core{TM)2 Duo CPU s 816240 MB
L9400 @ 1.86GHz

License: Evaluation Mode Datastore 7 Capacity Free | Last Update
datpctorat ASLEOCR 48005 G 12[2008 4
Processor Socksts: 1 lﬁ_ Browse Datastore..., NGB 1/1/20064
H dat GE 1/1/20084
Cores per Socket: z
Logical Processors: z ( Ref2me ?
Hyperthreading: Tnactive TR Delete
Murnber of NICs: 3 & v Refresh

State: Connected & ‘
Virtual Machines and Templates:

Properties. .

<
wiMotion Enabled: _ Copy ko Clipboard  Crl+C

WMware EVC Mode:

Fault Tolerance

Hast Configured for FT:
Active Tasks:

Host Profile: Refresh Wirtual Machine Counts
Total Primary YMs: 1)

Powered On Primary ¥Ms:

Fault Tolerance Wersion: 2.0.1-2.0.0-2.0.0

Profile Compliance:

0
Commands Total Secondary YMs; 0
Powered On Secondary ¥Ms: 0

G Mew Virtual Machine

Host Management |
1

Recent Tasks Mame, Target of Status contains: = x

Mame: Target Status Details Initiated by Requested Stark Ti... = | Start Time Completed T

& New Resource Pool f

v

< | »

7 Tasks Evalualion Mods: 45 days temaiing _mat_ /]

Figure 1 ¢ Accessing Datastore Properties
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Step2 From the ‘datastorel Properties’

wi ndow,

(% datastorel Properties @

Yolume Properties

General Formak

Datastore Mame:  datastorel Rename. .. File: System: WMFS 3,46
Maximurm File Size: 256 GB
Block Size: 1ME

Total Capacity: 461,50 GB Increase. ..

Extents Extent Device

A WIMFS file swskern can span multiple hard disk partitions, or The extent selectad on the |eft resides on the LUM or physical
extents, ko create a single logical volume:, disk described below,

Extent Capacity Device

Local Hitachi Disk {naa.5000cca5%c94c57):3 461.66 GB Lacal Hitachi Disk {naa, 5000cca, . 465,76 GB

Primary Partitions
1. D25 16-bit ==32M 4.01 GB
2, YMware Diagnoskic 117.66 MBE
3. WMFS 461.66 GB

Refresh | Manage Paths... |

Clase | Help

Figure 2 ¢ Datastorel Properties

Step 3 The Runtime Name is vmhba0:CO:TO:LO.1 t ° s i mp o r t EOmeflectdthat the logica
drive is zero. This value will be used later when we are repartitioning the drive. Do the same

steps for datastore2 noting that it resides in logical drive one.

% Local Hitachi Disk [naa.5000cca59%ec94c57) Manage Paths

Policy

Path Selection: |Fixed (WMare) j

Storage Array Type: WMWY _SATP_LOCAL

Paths
Runtime Mame Target Skaktus Preferred
wmhbal:C0: TO:LO @ Active (Ijo)  *

Refresh

Mame: unknown.vmhbal-unknown.0:0-naa. S000ccaS%ec34c57
Runkime Mamme: wmhban:CO:TO:L0

Parallel 5CS51

Close | Help

Figure 3 ¢ Manage Paths: Hard Drive Logical Value
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Step 4 Before we begin to make changes, we must put ESXi into maintenance mode. This step
prevents the system from changing while we are working on it possibly leading to unforeseen
errors. Cl i ck on the ESXi host and then select
componentEncleirc kMaoonmmt‘enance Mode d & onfirmWhen

0
Maintenance Modedi nf or mat i on and click 6é6Yeso.

Commands

G Mew virtual Machine
& new Resource Pool
ﬁ Enker Maintenance Mode

% Reboot

By Shutdown

Figure 4 ¢ Entering Maintenance Mode

Now w e 'mbvé VM Ubuntu7.0.4 from datastorel to datastore2 so that we can preserve this
data and begin to operate on the hard drive holding datastorel. Click on the ESXi host, and

thencl i ck on the “Summary’ tab. Nows & | D&t a
from the context menu shown in Figure 5.

(% 172.25.209.15 - vSphere Client

Fils Edt View Inventory Admiristration Plug-ins Help

B Bl |4 rome b gf rwentory b Iventory
4+

5 @

= [ 172.25.200.15

) Ubunbu?.0.4
) win2karz

localhost.localdomain YMware ESXi, 4.1.0, 348481 | Evaluation (46 days remaining

General Resources

Manufacturer: CI5CO CPU usage: 16 MHz Capacity
Model: SRE 2 1.861 GHz
CPU Cores: 2 CPUs x 1.861 GHz Memory usage: 935.00 MB Capacky

Processor Type: Intel(R) Core(TM)2 Duo CPU il 816240 WE:
L9400 @ 1.86GH2

License: Evaluation Mode Datastore - Capacity Free | Last Update

5 datastorel ATi 04 B iBn0g 4
Processar Sockets: 1 —

@ detastore2 Browse Datastore. ., 05 4

Rename >

Cores per Socket: 2
Logical Processars: 2 <
Hyperthreadng: Inactive e Delete

Hober of NICs: 3 & vanso Refresh

State: Connected ® UM Netwark,

Properties. ..
Virtual Machines and Templates: z roperties.

Motion Enabled: nfA = Copy to Cliphoard  Chri+C

Viware EVC Mode: TS

Fault Tolerance

Hast Configured for FT: ES
Active Tasks:

Host Profil: Refresh Virtual Machine Counts
Total Primary YMs: 0

Powered On Primary Yhis:

Faul: Tolerance Version: 2,0,1-2.0,0-2.0.0

Frofile Compliance:

0
Commands Total Secondary WMs: 0
Powered On Secondary Ys: 0

Gh Hew virtual Machine

[¥ost |

& Hew Resouree Pool

B i | Manane this host throuah ¥iware vCenter, |

Recent Tasks Mame, Target or Status contains:

Mamz Target Status Details Tniitiated by Requested Stark Ti... = | Start Time Completed Time
¥ Pawer OFf virtual machine (@ winzkarz @ Completed root 1§2/2008 4:02:52 FM 1/2/2008 $:02:52 FM 1/2/2008 4:02:54 PM
@ Pawer On virbual machine G Winzkarz Completed root 1)2i2008 4:01:06 PM 1/2i2008 4:01:06 PM 1/2]2008 4:01:09 PM
<

< | B
T Tasks Evaluglion Mode: 46 days remaring_ ool /]

Figure 5 ¢ Accessing the Datastore
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Step6 I n the *‘Datastore Browser’ window right
context menu. Verify your VM information in the 'Confirm Move' dialog box and then click the
‘Yes' button.

(%) Datastore Browser - [datastore1] E]@
& B8 BB X

Folders ]Search ] [datastorel] /
1 Mame Size | Tupe Path Madifie
O Ubuntu?. 0.4 @ Ubuntu?. 0.4 Folder [datastore1] Ubuntu?. 0.4

Download...

Maove ta...

Rename

Delete from Disk.

£3

Figure 6 ¢ Browsing the Datastore

Step 7 Inthe "Move Items To .." window, select 'datastore2'. In the Destination Folder portion of the
window, make sure that the root folder is selected, and then click on the 'Move' button. The
"Moving ' progress bar will appear
% Move Items To...

Select a datastore and destination Folder to which these items will be moved, When ready, click
Mowe ko begin, Click Cancel to return ko the Datastare Browser.

Datastore Destination Folder

Identification Last Upda | [= ﬂ !
B datastorel 112008 [ winzkarz
[3 datastorez 1§1/2008

<

Help Move | Cancel
Figure 7 ¢ Moving the VM
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Step 8 Add your moved VM to inventory by clicking on the ESXi host, then clicking on the ‘Summary’
tab. Inthe 'Resources' component right click on 'datastore2’ and select "'Br ofjws
from the context menu. Now double click on the moved VM folder, Ubuntu7.0.4, and right click
on the ".vmx' file. Select 'Add to Inventory' from the context menu.

(2 Datastore Browser - [datastore?] |Z||E|f‘5__<|

B e 8B X@

Folders ] Search | [datastore2] Ubuntu7.0.4

= @ i Mame Type Path Madifie
@ WinZkarz 1 Ubuntu?. 0.4, v Wirkual Machine [datastorez] Ubuntu?, 0.4 11420

[ Ubuntu7.0.4 1buntu?, 0.4, vmd Add to Inventary Wirtual Disk, [datastaorez] Ubuntu?. 0.4 1120
wmware-1.log Wirtual Maching ... [datastore2] Ubuntu?,0.4 1120
Ubuntu?.0.4.nvra Mon-volatile me...  [datastore2] Ubuntu?.0.4 1120
wimware-2,log Wirtual Machine ... [datastore2] Ubuntu7.0.4 1120
wimware, log Wirtual Maching ... [datastore2] Ubuntu?,0.4 1120
Ubuntu? 0.4, vm File [datastorez] Ubuntu?. 0.4 1120
Ubuntu? 0.4, vms File [datastorez] Ubuntu?. 0.4 1120
Ubuntu?.0.4-af72 File [datastorez] Ubuntu?.0.4 1120
Download...

Ubuntu?.0.4-af72 File [datastorez] Ubuntu?. 0.4 1120
Move to...

[ o e e i ) [

Rename

Delete from Disk

1 object selected 2.75 KB

Figure 8 ¢ Adding to Inventory

Step 9 Inthe 'Add to Inventory' wizard, click on the 'Next' buttons and then the 'Finish' button. Notice
that the VM name was slightly modified by VMware since you cannot have VMs of the same
name.

% Add to Inventory

Name
Enter & name For this virkual machine

Name
Resource Pool

virtual machine (¥M) names may contain up ko 80 characters and they must be unique within each
wiCenter Server WM folder,

Y Folders are not viewable when connected directly to a host. To view ¥M Folders and specify a location
Far this WM, connect ko the wCenter Server.,

= Back. | Mext = I Cancel |
Figure 9 ¢ Add to Inventory Wizard

|
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Stepl0 You should notice that there are now two
of the VM before it was moved and shoul d
actual VM that has been moved tMdbyrighadickirgdno r
t he VM anaOeleefdn®ics k 'ngf r om t h\erifyyaumnv enfiortnationén u .
the 'Confirm Delete'dial og box and Yeshbetton.cl i ck on the °

(%) 172.25.209.15 - vSphere Client

Fie Edt View Inventory Adminstration Plgins Help
B |@& vome b g3 mueniory b ED Inventory
I @ B e @

= @ 1722520915

Refresh Storags Usags
9,01 6B

9.01 68

9.01 68

o | caparty Free | Last Updatc

Calatl lakastore! 461.50G8  451.94GB 1jLj2008 4

>

Type
Commands 8 Wihetwork Standerd svitch network

[ Fomer on

(G Edit Settings

Name. Tanget or Status contains: + o x

Target Status Detals Tniiated by | Requested Start Ti... < | Stark Trme Complete A

@ bwod @ Fle oot 12/20084:18:29 P 1[2/20084:18:29 P 1{2{2008
[datastore1]

v
>

Evaluation Mods: 46 days remaining 1ot

Figure 10 ¢ Delete the Old VM

Stepll Now t hat we’ v e tlalreidesoa drivetiwe taa tsedintorreeohfigure drive 1
for RAID. The first step is to ssh into the ESXi Tech Support shell. Once in, at the prompt type
“pr oo-mid-clei You are now in the raid shell

[brett@atglab2-Inx ~]S ssh root@192.168.1.62
root@192.168.1.62's password:
You have activated Tech Support Mode.

~ # promise-raid-cli
raid-cli>

Figure 11 ¢ Accessing the RAID CLI

Stepl2 Now type ‘1l ogdr v’ . reprdséng theiogitaldrive ID, and thelvakie in theD’
‘“Di skl D’ repr es e n Resall Hadk ia dtep pwhen wd cleeckdd that r 1 v e |
datastorel resides on logical drive 0. We now know that logical drive 0 is also identified by
physical drive 1, and that logical drive 1 is identified by physical drive 2. Notice that both drives
are currently in JBOD mode.

8 | © Cisco Systemes, Inc. Gurtu/Tiller
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raid-cli>logdrv

ID RAID Disks Stripe Size(MB) DiskID Name

0 JBOD 1 N/A  476940.02 (1) JBOD on port 01 (00)
1 JBOD 1 N/A  476940.02 (2 JBOD on port 02 (00)

Figure 12 ¢ The Logical and Physical Drives

Now we’'l |l delete | ogical drive 0. We kno
previously located in datastorel logical drive O to datastore2 logicial drive 1. T y plogdrv‘-a del
-1 06 This step effectively inactivates and eventually removes datastorel and all contents on

logical drive 0.

raid-cli> logdrv -a del -1 0

Figure 13 ¢ Delete the Logical Drive

Now access thevSphereC|l i ent and c¢click on the ESXi h o
and in the ‘Hardware’ component <click on

in the pop up window.

N
[=¥ Rescan

[v  Scan For Mew Storage Devices

Rescan all host bus adapkers For new storage devices,
Rescanning all adapters can be slow,

W Scan For Mew YMFS Yolumes

Rescan all known storage devices For new WMFS wolumes that
have been added since the last scan. Rescanning known
storage for new file syskems is Faster than rescanning For new
storage.

[o]4 | Cancel | Help

Figure 14 ¢ Rescan All

Step 15 Back in the ESXi Tech Support shell screen,we 6 | | now create |l ogica
type RAID 0. Later we will migrateto RAID1,s o we 6l | give this dri

raid-cli> logdrv -a add -p 1 -e 0 -z "raid=raid0, name=RAID1, init=quick"

Figure 15 ¢ Add Logical Drive 0 to Physical Drive as type Raid0
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Confirm the creation of the new | ogicab
of type RAIDO and with name RAID1 has been created.

raid-cli>logdrv

ID RAID Disks Stripe Size(MB) DiskID Name

0 RAIDO 1 128 476837.12 (1) RAID1

1 JBOD 1 N/A 476940.02 (2) JBOD on port 02 (00)

Figure 16 ¢ Check Logical Drives

Step 16  Access the vSphere Client. We will now create a new datastore to reside on this drive. Click on

t he ESXi host . Ne xt click on the ‘“Confi

‘St oraglehen click on the * Add St dapeedg.dnthe.

g

first screen make sur eantithtee r6tolriagk tThye e’ N

(% Add Storage

Gelect Storage Type
Specify If you want to Format a new volume or use a shared folder over the network.

= Disk,/LUN Storage Type
= Disk/LUN

Create a datastore on a Fibre Channel, [SCSI, or local SCSI disk, or mount an existing YMFS wolume.

" Network File System
Choose this aption if yau want to create a Network File System.

@ Adding & datastare on Fibre Channe or iCSI will add this datastare to all hosts that have access
tothe storage media.

<Back | Hext = I Cancel

Figure 17 ¢ Add Storage
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Step 17 Inthe next window select the disk/LUN on which the datastore will be created and then click on

the ‘" Next' button.

== Add Storage

Select Disk/LUN

Select a LUM to create a datastore or expand the current one

=1 Dkl LR B Marne, Identifier, Path ID, LUN, Capacity, Expandable or wMFS Label e+
Select Disk/LUN
Capacity | VMFS Label Hare
465.76 GB Unks

Mame

Path 10 Lur
wmhbal:CO:TO:LO o

Local Hitachi Disk {naa.S000ccaS9ec. ..

o L e [ e
Figure 18 ¢ Select Disk/LUN

>
|
A

Step1l8 Observe the disk | ayoutliftieerrdrmesdageck on t he
Call "HostDatastoreSystem.QueryVmfsDatastoreCreateOptions" ... f ai | ed’ appea

the routerandreloadt he service modul e wnodalesh<&l&>/0c 0 mma
reload” After the service module has completed reloading, log into the ESXi Server via the
vSphere client, and then begin again from step 16.

(= Add Storage

Current Disk Layout

“fou can partition and Format the entire device, all free space, or a single black of free space.

=| Disk/LLIN
Select Disk/LUN
Current Disk Layout Device

Revievs the current disk layout:

Lacal Promise Disk (eui.0ccGTe47od1eln.. . 465.66 GB 465.66 GB

Jwmfsidevicesdisks/eui. Dcc7e47cd1 20000

The hard disk is blark.

There is only one layvout configuration available, Use the Mext button to proceed with the other wizard
pages.

A partition will be created and used

«Back. ”WI Cancel
Figure 19 ¢ Current Disk Layout
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Step19 Nowwelllgi ve our new datastore a name. Type

% Add Storage

Properties
Specify the properties for the datatore

=] Diski/LUN Enter a datastare name
Select DiskiLUM
Current Disk Layout RaidDS
Properties

= Back | Mext = I Cancel I

Z |

Figure 20 ¢ Datastore Name

Step20 Now we’' I I specify the datastore block siz
fully utilize this size, specify the block size as 2 MB.

=) Add Sto rage E“E‘ [gl

Disk/LUN - Formatting
Specify the maximum File size and capacity of the datastore

=) DiskiLLIN Maximum File size

Select DiskiLUM
Current Disk | avout Large files require large block size.  The minimum disk space used by any file is equal to the file system

Properties blaock size,

Formatting

Capacity

¥ Maximize capacity

< Back | Mext = I Cancel

Figure 21 ¢ Formatting
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Step21 On he final
the |l ogical

t he OFI
atastore

cli
wi t h

screen
vol ume

c n

k
d

Hardware ¥iew: Datastores Devices

Health Status Datastores Refresh Delete  Add Storage...

Processars Hardware Acceleration
Unknown

Unknown

Device
Local Hitachi Disk...
Local Promise Disk. ..

Identification -
[ datastorez
B RaidDs

Last Update
1/8/2008 5:27:21 PM
1/8/2008 5:27:21 PM

Capaciky
465,50 &6
465,50 5B

Free  Type
449,30 GE  vmnfs3
464,95 GE  vmfs3

Mermnary

Storage
Mebwarking
Storage Adaprers
Mebwork Adapters
Advanced Settings

Poweer Management

Datastore Details

Figure 22 ¢ New Datastore Confirmation

Our current state is that logical drive 0 now contains the RaidDS datastore and is formatted for
as RAID level 0. As mentioned earlier we will convert this logical drive to RAID level 1. The next
step is to move the VMs contained in datastore2 to the RaidDS datastore. As previously
followed in Steps 5 to 7, we ' | | now move the VMs
and then
ect

on the ESXi
atastore?2’

host,

i C
‘ and sel

k
d

(%) 172.25.209.15 - vSphere Client

File Edit View Inventory Administrston Plug-ns Help
B EY &y rome » gF rwentory b B Iwencory
& &

= [ 172.25.209.15

G Ubuntur.04 1
(1 Winzkarz

localhost.localdomain YMware ES: 0, 348481 | Evaluation (38 days remaining)

SN Summary Performan

General Resources

Manufacturer:
Madel:

CPU Cores:
Frocessor Type:

License:

Processor Sockets:
Cores per Socket:
Laogical Processars:
Hyperthreading:
Murnber of NICs:
State:

wMotion Enabled:
Whware EVC Mode:

Host Corfigured for FT:
Active Tasks:

Host Profile:

Profile Compliance:

cIsco
SRE
2 CPUs x 1,861 GHz

Intel(R) Core{TM)2 Duo CPU
L9400 @ L 86z

Evaluation Mads

1

H

2

Inackive

3
Connected

Yirtual Machines and Templates: z

i
i

A

CPUusage: 228 MHz

Datastors

Memory usage: 919.00 MB
g

Capacity
2% 1,861 GHz

Capacity
162,40 VB

Capacity Free | Last Updat:

i datastore?

465 SN AR ada AR IR[A008 5

@ RaidDs

Brawse Datastore,.. 2008 5

<l
Hetwork

® Vlans0

8 M Network]
<

Rename 3
Delete

Refresh

Properties...

Copy to Cliphoard ~ Crl+¢

Fault Tolerance

Fault Tolerance Version:

Total Primary Yils:
Fowered On Primary ¥is;

Recent Tasks

2.0,1-2,0,0-2.0.0

Refresh Virtual Machine Counts

0

Name, Target or Status contains: ~

Hame Target

F Tasks

Status Detalls

Tnitiated by

Requested Start Ti.., = | Start Time

Completed Time

Evaluation Made: 38 days remaining

L |

Figure 23 ¢ Browsing the Datastore
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Step23 I n t heor‘eDaBtraoswtser’ window right click on
from the context menu. Verify your VM information in the 'Confirm Move' dialog box and then
click the ‘Yes' button. Complete Step 23 then repeat the process for the Ubuntu7.0.4 VM. The
.Jocker folder, if present, can be ignored.

{2 Datastore Browser - [datastore?] |Z||E|r5__<|

B B8 8B XQ

Folders lSearch ] [datastore?] /

= ﬂn Marne Type Path
D Winzkerz @ Winzkgrz Folder [datastarez] Winzkirz
D Ubuntu7.0.4 @ Ubunku7. 0.4 Folder [datastorez] Ubunku7. 0.4
[ ocker [ locker Folder [datastore2] locker

Figure 24 ¢ Selecting VMs for Moving

Step24 I n the ‘ Move | tems To datastorilnnhd @estinatdoeHolgec t  t
portion of the window, make sure that the root folder is selected, and then click on the 'Move'
button. The ' Moving ' progress bar wil!l

[% Move Items To... |Z||E|rg|

Select a datastore and destination folder to which these items will be moved. \When ready,
click Move to begin, Click Cancel to return to the Datastore Browser,

Datastore Destination Folder

Identification + | Last Upc 7"

B datastore2 148/200¢
B RaidDs 14g/200¢

Move

Figure 25 ¢ Moving VMs
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Step 25

Step 26

The VMs have been moved, but we now need to register them by adding them to the inventory
as we previously did in steps 8 to 10. Add the moved Win2k8r2 VM to inventory by clicking on
the ESXi host, then clicking on the ‘Summary’ tab. In the 'Resources' component right click on
the 'RaidDS' datastoreand sel ect ' Browse Dat ast odouble
click on the moved VM folder, Win2k8r2, and right click on the '.vmx' file. Select 'Add to
Inventory' from the context menu. Complete steps 25 and 26 then repeat the process for the
Ubuntu7.0.4 VM.

(% Datastore Browser - [RaidD5]

@ B8 EE X®

Falders } Search | [RaidD5] WinZkarz

= @ i Mame Size | Type Path Modifi

W Winzkarz h WinZkBrZ'ﬂz 2,74 KB Virtual Machine [RaidDS] Winzkarz 1100z

[ ubuntuz.0.4 winzkar| Add to Inventary 3,040.00 K Virtual Disk [RaidD3] Winzkarz 1110/2
WIWare 783,16 KB Virtual Machine ...  [RaidD3] Winzkgrz 111002
VINWare 61.25KE Virtual Machine ...  [RaidD3] Winzkar2 1/10f2
Winzka S48 KB Mon-volatile me... [RaidDS] Winzksrz 1f10fz
WinZk 1.54 KB File [RaidDs] winzkarz 110fz
Winzka 0.00KE File [RaidDS] Winzkstz 1f10/z

DOy I [

Download...
Mave ta...
Rename

Delete From Disk

1 object selected 2.74 KB

Figure 26 ¢ Adding VMs to Inventory

In the 'Add to Inventory' wizard, click on the 'Next' buttons and then the 'Finish' button. Notice
that the VM name was slightly modified by VMware since you cannot have VMs of the same
name.

% Add to Inventory =1l

Ready to Complete
Click Finish to register the wirtual machine with the Fallawing options.

arme
Resource Pool
Ready to Complete Mame:  ‘Win2ksrz 1

Virtual machine options:

/& Creation of the virbual machine (M) does not include automatic installation of the guest operating
system, Install a guest 05 on the WM after creating the ¥M,

< Back. | Finish I Cancel |
Figure 27 ¢ Adding to Inventory Wizard

A
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Migrating JBOD to RAID cisco

Step 27 Notice that there are now two Ubuntu VMs and two Win2k8r2 VMs as well. The first
‘“Ubuntu7.0.4 1" is just the previous name
removed. The second ‘“Ubuntu 7.0. 4" i's th
datastore. If you are not certain of this, rightcl i ck on each VM and se
the context menu. Thenintheu pcomi ng window click on the
“Ubuntu 7.0.4 1 datastore Iis ‘datastore?

=) Ubuntu7.0.4 1 - Virtual Machine Properties E‘Elg‘

Hardware Options IResDurces I wirtual Machine Yersion: 7

Settings Summary Wirbual Machine Mame

General Options Ubuntu7. 0.4 1 ‘Uhuntu?.ﬂ.q 1

WMware Tools Shut Down

Power Managerment Standby Virtual Machine Configuration File

Advanced ‘[datastnrez] Ubuntu?.0.4fUbunku7. 0. 4, v

General Rlormal
CPUID Mask Expose Nx flagto ... Virtual Machine Waorking Location
Memory,/CPL Hotplug Disabled/Disabled ‘[datastnrez] Ubuntu?.0.4

Boat COptions Delay 0 ms
Patavirtualization Disabled

Fibwre: Channel KPTY Rone

CPUMMU Virtualization Automatic

Swapfile Location Use default settings

Guest Operating System
" Microsoft Windows
 Linux
" Novell Netware
" sSolaris
" Other

Wersion:

Ubuntu Linws (32-bit)

Help oK Cancel
Figure 28 ¢ Checking VM Properties

% |

Del ete the *“Ubuntu7.0.4 1° VM by right
the context menu. Verify your VM information in the 'Confirm Delete' dialog box and then click
on ek button.

Regarding two Win2k8r2 VMs, the first VM
before it was moved and should be del eted
that has been moved to the Rai dDS clikngoast o
the VM and selecting ‘' Del e tVerifyfyour&/vhinf@masidnin f
the 'Confirm Delete'dial og box and Yeshbetton.cl i ck on t he °
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[ 172.25.209.15 - vSphere Client

File Edit View Inventory Administration Plug-ing Help

Ed & Home b g5 Iwventory b Bl Inventory
w s m B e @

= @ 1722520905 Ubuntu7.0.4 1
& Ubuntu?.0.4

) Db g | Getting Started %
G winzkarz owen

(G win2karz 1 Guest ine?

Snapshok PN

v X f
Open Console ftware computer that, like a Virtual Machines \(\
an operating system and p
Edit Settings... g system installed on a virtual 'S
add Permissian, Clrl+p t operating system »
Reprt Performante. . lachine is an isolated computing e )

e virtual machines as deskiop or
Rename s, as testing environments, or to

Open in Mew Window,..  Ctrl-+Al+H cations
Remewe from Inventory hosts. The same host can run

Delete From Disk

Basic Tasks
[» Power con the virtual machine
% Edit virtual machine settings

Recent Tasks Name, Target or Status contains: ~

Hame Target Status Details Initiated by Requested Start Ti.., = | Start Time

< | >
& Tasks Evaluation Mode: 38 deys remaining oot

Figure 29 ¢ Deleting VMs

Now delete the logical drive containing datastore2. First ssh into the ESXi Tech Support shell.

Once in, at the-rgWdicdmpt t Red ahbtykhe HgiabdmeIBt e p
containing datastore2 is 1 and that it has a physical drive IDof 2. Now we ' | | del etfe
1. We know that it’s safe dpmviodsiyglocstalinb e c a u sjje
datastore2 logical drive 1 to the RaidDS datastore on logicial drive 0. Togdy e del -1116 .

This step effectively inactivates and eventually removes datastore2 and all contents on logical

drive 1.

raid-cli> logdrv -a del -1 1

Figure 30 ¢ Delete the Logical Drive

Now access thevSphereCl i ent and c¢click on the ESXi hofpt
and in the ‘Hardware’ component <click on St

in the pop up window.

—
[=¥ Rescan

Iv Scan For Mew Storage Devices

Rescan all host bus adapters For new storage devices.
Rescanning all adapters can be slow,

¥ Scan For Mew YMFS Yolumes

Rescan all known storage devices For new YMFS volumes that
have been added since the last scan. Rescanning known
storage for new file systems is Faster than rescanning For new
storage,

QK | Cancel | Help |
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Figure 31 ¢ Rescan All

Step 30 The next step is to migrate our physical drives into a specific RAID level and under one logical
volume. Recall from step 15, that our logical drive ID 0, physical drive ID 1 has been converted
to RAID level 0 format. The next step will be to place both physical drives 1 and 2 under logical
drive ID 0, and in our desired RAID level. The commands are slightly different for the RAID level

0 and RAID level 1 migration. If you are migrating all drives to RAID level O, follow this step and

skip Step 31; otherwise when moving to RAID level 1, skip this step and go directly to step 31.

The migration process will take several hours to complete. After this command has been
entered you cancheckt he mi gration status by typing mni o

raid-cli> migrate -a start -i0 -0 i p i 20-s "raid=raid0"

Figure 32 ¢ Migrating to RAID Level O

The command for migrating to RAID level 1 is shown below. The migration process will take
several hours to complete. After this command has been entered you can check the migration

status by typing ‘"migfayeu vae tbmpkemednsi§ép
be skipped.

raid-cli> migrate -a start-i0 -0 i p i 2-8"raid=raid1"

Figure 33 ¢ Migrating to RAID Level 1

Once the migrati on h asheclctlemw koefigueaton. Antexarppée gd
for RAID level 1 configuration is shown below.

raid-cli> logdrv
ID RAID Disks  Stripe Size(MB) DiskID Name
0 RAID1 2 N/A 476837.12 (1,2) RAID1

Figure 34 ¢ Check Logical Drive

Exit from the RAID CLI and the tech suppoft

raid-cli> exit

~ # exit

[Connection to 192.168.1.62 closed by foreign host]
[brett@ataglab2-Inx ~1$

Figure 35 ¢ Exiting the shell
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Step 34 Telnet to the router and from router I0S CLI reload the service module and then session into
the module and wait for it to display the DCUI screen.

Router# service-module sm <slot>/0 reload
Router# service-module sm <slot>/0 session

Figure 36 ¢ Reload the Service Module

Since the service module was reloaded, you will need to log back into the ESXi server using the
vSphere Client. After logging in there will be a notification that there is no persistent storage.
Click on the Iink "“click here to create

(%) 172.25.209.15 - vSphere Client FEX

File Edit Wiew Inwentory Administration Plug-ins Help

@ E} Home | g Irventory D@ Inventary
& &

= E 52'25'209'15 localhost.localdomain ¥Mware ESXi, 4.1.0, 348481 | Evaluation {33 days remaining)

ﬂl Getting Started | Summary Virtual Machines tesource Allocatio == Configuration

The WMware ESX Server does not have persistent storage.

To run virkual machines, create at least one datastare For maintaining virkual machines and other system files.

Moke: I wou plan to use i3C51 or a network file system (MFS), ensure that vour storage adapters and network connections are
properly configured before continuing.

To add storage now, click here to create a datastore.. .

Hardware Reset Sensors  Refresh

v Health Status Sensor Skatus
Processors B cIscosrE & Mormal
Mernary
Storage
Metwarking

Storage Adapters

Recent Tasks Mame, Target or Statug contains: «

Mame Skakus Details Initiated by Requested Start Ti.., = | Start Time

< | kd
] Tasks Ewaluation Mode: 33 days remaining  root 4
B

Figure 37 T Persistent Storage Message
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Step36 The' Add Swizord vdllgtert. Inthe first windowselect * Di sk/ LUN’ .and
I n the following window select ‘Local Pro

2 Add Storage

select Disk/LUN
Select a LUN to create a datastore or expand the current one

= Disk/LUN i Mame, Identifier, Path ID, LUMN, Capacity, Expandable or ¥MFS Label contains: «
Select Disk/LUN

Mame Path I LUN - Capacity | YMFS Label Hardware Acceleration
Local Promise Disk (eui.0cc87ed7cd...  wmhbal:CO:TO:LO a 465.66 GE  RaidDs (head) Unknown ‘

Help | < Bark | Next = I Cancel |
Figure 38 1 Selecting Storage Type

A

Step37 I n the ‘“ Mount Options’ wind@wds ell dtk ** KWNe

= hdd Storage

Select ¥MFS Mount Options
Specify if you want to mount the detected YMFS volume with the existing signature, use a new signature, or format the disk

=] DiskiLUN Spedify a ¥MFS mount option:
Select DiskiLUN

Mount Dptions * Keep the existing signature
Mount the YMFS volume without changing the signature,

Assign a new signature

Retain the existing data and mount the YMFS volume present on the disk.

Format the disk
Create a new datastore,

< Back | Mext > I Cancel |
Figure 391 Selecting Mount Options

Z |
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Step38 I'n the “Current Disk Layout e In the fisal mp
screen, ‘' Ready to Complete’ i t he ' Fi

(% Add Sto rage

Current Disk Layout
“ou can partition and Format the entire device, all Free space, or a single block of free space.

=l DiskfLUM
Select DiskfLUM
Mount Options Device
Current Disk Layout Lacal Pramise Disk {eui. F40e9047976500. ., 465.66 GB

Review the current disk layout:

fwmfsfdevicesdisksfeui F40e904 797650000

Primary Partitions
' WMFS (Local Promise Disk (eui F40e9047976, . 465,66 GB

There is only one layout configuration available. Use the Mext button to proceed with the other wizard
pages.

All available partitions will be used

Help < Back ”WI Cancel |
Figure 40 1 Current Disk Layout

2

The changes made now need to be provided to ESXi in order to provide a location for the
scratch partition. With the recent changes this partition now exists in a temporary location,
we ' | | now pr mathiRecadl batk bn staps 19 € A1 that we created a datastore
call ed *“ Rai dobEat the volumihanwhictwtéis dhtdstore exists and provide it for
the scratch partition location.

The first step is to ssh into the ESXi Tech Support shell. To get the volume path, go to the
volume directory by typcCopyghepath tthat ety dislaged vdo | u
not include the space or # sign. Il n t-his
6e46b9c0-5482-0 023 ebal07fd”

~ # cd /vmfs/volumes/RaidDS
/vmfs/volumes/478422da-6e46b9c0-5482-0023ebal07fd #

Figure 41 ¢ Get Volume Path
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Step40 I n the vSphere Client, c¢click on the ESXi
‘Software’ component <c¢click on “Advanced Setti

172.25.209.15 - vSphere Client
Edit Wiew Inwentory Administration Plug-ins Help
:ﬁ: a Q Hame b g Invertory b Eﬁ Inventary
& @
= [ |[172.25.205.15

h Ubuntuz 0.4
Gh winzkerz 1

localhost.localdomain ¥Mware ESXi, 4.1.0, 348481 | Evalu: {33 days remaining}

Hardware

Health Status
Processors

Mernory

Storage
Metwarking
Storage Adapters
Metwark Adapters
Advanced Settings
Poweer Management

Software

Licensed Features

Time Configuration

DMS and Routing

Authentication Services

Yirbual Machine StartupyShutdown
Yirtual Machine Swapfils Location
Security Profile

System Resaurce Allacation

v Advanced Settings

Recent Tasks Mame. Target or Status containg: «

Hame Target Details Intited by | Requested Start Ti.., = | Start Time Completed Time

< | &
E Tasks Evaluation Mode: 33 days remaining oot A

Figure 421 Select Advanced Settings
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Step4l Click on ‘ ScratSch@drfhiCp'nfamd Ciomft lgkowdend Scr
Figure 43, copy in the volume path. Fi nal | vy, click *‘ OK’

(% Advanced Settings

Annaotations
BufferCache
O

Config

Cpu
DataMowver
DirentryCache ScrakchConfig, Configuredswapstate -
Diisk.
Fs5 whether userworld swap is configured to be enabled, Changes will take effect on next reboot,
FT
Irg
LPage

ScratchConfig, CurrentScratchLocation
Merm

Migrate The directory currently being used for scratch space.
Misc
MFS
Met
Muma

Poweer
RdmFilter ‘Whether userworld swap is currently enabled,

scratchConfig. ConfiguredscratchLocation

The directory configured ko be used For scratch space, Changes will take effect on next reboat,

ScrakchConfig
Sesi

Syslog

User
Usertars
WMFS3
Whkernel
WProbes

ak. | Cancel | Help
Figure 431 Advanced Settings Scratch Config

g

Step42 Click on the ‘" Summary’ t ab. Fiaaflydelest ‘@bo®ttt a BH
click *“ OK’ on t he The EsXiHodt wilhbartébboteth TheeSsharexlpre s .
will lose connection to the host and you will need to log back in.

Commands

& Mew Resource Pool
H Exit Maintenance Mode

@ Reboot

% Shubdovn

Figure 447 Host Commands

Step 43 The JBOD to RAID migration is now complete.
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